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Linear Prediction
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• Goal. Compute a vector 𝑤 that separates the two classes.



The Perceptron Algorithm
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Given 𝑥1, 𝑦1 , … , 𝑥𝑇 , 𝑦𝑇 ∈ 𝑋 × {±1} where we assume 𝑥𝑡 = 1 for all 𝑡.
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Random Data and 0-1 loss function
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What we really showed is that given 𝑥1, 𝑦1 , … , 𝑥𝑇 , 𝑦𝑇 ∈ 𝑋 × {±1}

where we assume 𝑥𝑡 = 1 for all 𝑡 it holds 

Given 𝑥1, 𝑦1 , … , 𝑥𝑛, 𝑦𝑛 ∈ 𝑋 × {±1} IID from some distribution 𝑃.

Run perceptron algorithm and consider 𝑤1, … , 𝑤𝑛. Then choose 𝑤 uniformly 
at random from {𝑤1, … , 𝑤𝑛}. This is good enough…
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Remark: If we keep iterating perceptron algorithm we finally get 𝐿0−1 𝑤𝑇 = 0
(how many steps?) where
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We want the RHS to be less than 𝜹. Choose 𝒎 appropriately!
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We want the RHS to be less than 𝜹. Choose 𝒎 appropriately!

What if the hypothesis class has infinite cardinality?



Conclusion

• Introduction to Statistical Learning.

– Perceptron Algorithm.

– Loss functions and PAC learning

– ERM algorithm

• Next lecture we will talk about VC dimension.


